Approximation (M.S.E) of the shape parameter for Pareto distribution by using the standard Bayes estimator
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Abstract

In this paper, Pareto distribution was studied using a standard Bayes estimator. A Pareto distribution of two parameters is investigated to find the approximation of (M.S.E) of the shape parameter by depending on Tyler series of two variables to propose a model mathematically.
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1. Introduction

The principle of Pareto distribution is used now in many applications, such as oil trading markets and incomes rule. This distribution also proves that the level of the output and the level of input is not the same all the times depending on the rule of 80/20, see \cite{3, 2}. Moreover, this principle is used in economics, population distribution and finance, see \cite{10, 14}. In this work, many theories of Pareto are used to obtain Pareto distribution from the standard Bayes estimator throughout Tyler series of two variables, see \cite{13, 11, 6}. Noninformative prior (p.d.f) depending on Jefferys prior rule is used to estimate parameters for this distribution, see \cite{5, 15}.
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1.1. preliminaries \[13\]

Let be a random variable r.v that follows a continuous Pareto distribution which is denoted by Where two parameters the scale and shape parameters respectively, has (p.d.f) probability density function:

\[
f(x) = \begin{cases} 
\frac{\alpha c}{x^{\alpha+1}} & c > 0, \quad \alpha > 0 \\
0 & \text{Otherwise}
\end{cases}
\]  

(1.1)

If \( x = c \), then \( f \) above reaches the greater value and implies that:

\[
f(\alpha, c) = \begin{cases} 
\frac{\alpha c}{c^{\alpha}} & c > 0, \quad \alpha > 0 \\
0 & \text{Otherwise}
\end{cases}
\]

Figure 1 shows some Pareto p.d.f’s:

![Figure 1: Pareto p.d.f’s](image)

1.2. The cumulative distribution function (c.d.f) \[13\]

(c.d.f) of the r.v \( X \) is According to the following formula:

\[
F(x) = P(X \leq x) = \int_c^x f(u)du = 1 - \left(\frac{c}{x}\right)^\alpha
\]  

(1.2)

1.3. Hazard (Failure) Function

\( h(x) = \frac{f(x)}{R(x)} \), where \( R(x) \) is the reliability function \( R(x) = \left(\frac{x}{c}\right)^\alpha \), and hence:

\[
h(x) = \frac{\alpha}{x}
\]  

(1.3)
1.4. The cumulative hazard function

\[ H(x) = -\ln R(x) = -\ln \left( \frac{C}{x} \right)^{\alpha} = -\alpha (\ln C - \ln x) \]  
(1.4)

1.5. Mean and variance

1.5.1. The population mean of \( X \) is:

\[ E(x) = \frac{\alpha C}{\alpha - 1} = \int_{c}^{\infty} x f(x) dx \]

Simple simplifying implies that:

\[ E(x) = \frac{\alpha C}{\alpha - 1} \]  
(1.5)

1.5.2. Variance of Pareto distribution

\[ Var(x) = \frac{c^2 \alpha}{(\alpha - 1)^2(\alpha - 2)} \]

\[ E(x^2) = \int_{c}^{\infty} x^2 f(x) dx \]

Again, by solving this integral implies that:

\[ E(x^2) = \frac{\alpha c^2}{\alpha - 2} \]  
(1.6)

Substituting (1.5) and (1.6) in that last equation then:

\[ Var(x) = E(x^2) - [E(x)]^2 \]  
(1.7)

1.6. Median and mode

1.6.1. Median for Pareto distribution

A median for any variables are the middle number in a sorted, or is the value of \( x \) of r.v \( X \) such that \( F(X) = p(X \leq x) = \frac{1}{2} \). For Pareto distribution case, \( x_{md} = c^\alpha \sqrt{2} \)

\[ F(X) = \frac{1}{2} \]
\[ x_{md} = c^\alpha \sqrt{2} \]  
(1.8)

1.6.2. Mode for Pareto distribution

A mode is known in statistics, it is the most frequently occurring value in a set of data, or in a probability space, the mode for distribution might have more than one or may not exist.

For Pareto distribution the mode is:

\[ Mode = c \]  
(1.9)
1.7. Related theories \cite{4,7,11}

Theorem 1.1. A random sample of size $n$, let it be $x_1, x_2, x_3, \ldots, x_n$ from $\text{par}(\alpha, c)$ then:

(i) The first order statistics
(ii) The limiting distribution of

Proof.

(i) by using equations (1.1), (1.2), we have:

$$y_1 = \min\{x_1, x_2, \ldots, x_n\}$$

$$P(y_1 \leq y) = \begin{cases} 1 - P(y_1 > y), & y < c \\ 0, & y \geq c \end{cases}$$

$$\therefore P(x_i \leq y) = 1 - P(x_i > y), \quad i = 1, 2, \ldots, n$$

we have

$$P(x_i \leq y) = \int_c^y f(x_i, c, \alpha) \, dx = 1 - \left(\frac{c}{y}\right)^\alpha$$

Therefore

$$P(Y_1 \geq y) = \prod_{i=1}^n P(x_i \geq y) = \left(\frac{c}{y}\right)^{n\alpha}$$

$$P(Y_1 < y) = 1 - \left(\frac{c}{y}\right)^{n\alpha}$$

$$h(y) = \begin{cases} \frac{d}{dy} \left[1 - \left(\frac{c}{y}\right)^{n\alpha}\right], & c \leq y < \infty \\ 0, & e.w \end{cases}$$

That is $Y_1 \sim \text{par}(n\alpha, c)$

(ii) $\therefore Y_1 \sim \text{par}(n\alpha, c)$, then c.d.f of $Y_1$ is:

$$h(Y_1) = \begin{cases} 0 & Y_1 \leq c \\ 1 - \left[1 - \left(\frac{c}{Y_1}\right)^{n\alpha}\right] & c < Y_1 < \infty \\ 1 & Y_1 \to \infty \end{cases}$$

Then

$$\lim_{n \to \infty} h(Y_1) = \begin{cases} 0 & Y_1 \leq c \\ 1 & Y_1 > c \end{cases}$$

$$E(Y_1) = \frac{nac}{n\alpha - 1}$$

$$V_{ar}(Y_1) = \frac{nac^2}{(n\alpha - 1)^2(n\alpha - 2)}$$

\qed
Theorem 1.2. $X \sim \text{par} (\alpha, c)$, where the random variable $c$ is unknown parameter therefore:

$$Y = \ln X \sim \text{Exp}(\beta, \phi), \text{where } \beta = \ln c \text{ and } \phi = 1/\alpha$$

Proof.

$$X = e^Y$$

$$|J| = \left| \frac{\partial x}{\partial Y} \right| = e^Y, \text{ J is the jacobian}$$

$$\therefore f(x) = \frac{\alpha c^\alpha}{x^{1+\alpha}}, x > c$$

$$g(Y) = f(e^Y).|J| = \frac{\alpha c^\alpha}{(e^Y)^{1+\alpha}}e^Y = \alpha c^\alpha e^{-\alpha Y}$$

Since $\beta = \ln c, \phi = 1/\alpha \implies c = e^\beta, \alpha = 1/\phi$, then $g(Y) = (1/\phi).e^{-(Y-\beta)/\phi}, Y > 0$

Hence, $Y \sim \text{Exp}(\beta, \phi)$. Then $\mu_r = E(Y) Var(Y)$

$$E(Y) = \phi + \beta \implies \mu_r = E(Y) = \ln c + 1/\alpha \quad (1.12)$$

$$Var(Y) = \phi^2 \implies Var(Y) = 1/\alpha^2 \quad (1.13)$$

\[\square\]

1.8. **Standard Bayes Estimator** [7]

The idea of Bayes estimation is relies on the assumption that the parameter is a random variable, and that there is prior information (Prior P.d.f) about this parameter that is combined with the Posterior information (Posterior P.d.f):

$$h(\phi|x_1,\ldots,x_n) \propto L(x_1,\ldots,x_n : \phi) \text{ where } L(x_1,\ldots,x_n : \phi) \text{ is Likelihood function}$$

$$h(\phi|x_1,\ldots,x_n) = \kappa L(x_1,\ldots,x_n : \phi) J(\phi), \text{ where } J(\phi) \text{ text is Prior P.d.f}$$

$$\kappa^{-1} = \int_{\phi'} \kappa L(x_1,\ldots,x_n : \phi) J(\phi) \, d\phi; \text{ where } \kappa \text{ is constant}$$

Suppose we use the quadratic loss function $L(\hat{\phi}, \phi) = (\hat{\phi}^2 - \phi)^2$ and the risk function $E\{L(\hat{\phi}, \phi)\}$

$$E\{L(\hat{\phi}, \phi)\} = \int_{\phi'} (\hat{\phi} - \phi)^2 h(\phi|x_1,\ldots,x_n) \, d\phi$$

$$= \int_{\phi'} (\hat{\phi}^2 - 2\hat{\phi}\phi + \phi^2) h(\phi|x_1,\ldots,x_n) \, d\phi$$

$$= \hat{\phi}^2 - 2\hat{\phi} E(\phi|x_1,\ldots,x_n) + E(\phi^2|x_1,\ldots,x_n)$$

$$\frac{\partial}{\partial \phi} E\{L(\hat{\phi}, \phi)\} = 2\hat{\phi} - 2E(\phi|x_1,\ldots,x_n) = 0 \implies \hat{\phi} = E(\phi|x_1,\ldots,x_n)$$

$$\therefore \frac{\partial^2}{\partial \phi^2} E\{L(\hat{\phi}, \phi)^2\} = 2 > 0$$

Then the critical point is $\hat{\phi}_B = E(\phi|x_1,\ldots,x_n)$ a local minimum point.
1.8.1. Using noninformative prior (p.d.f) of estimation parameters for Pareto distribution:

Relying on the Jeffreys prior method see [5, 15], prior probability density function which is each of the two parameters \( \alpha \) and \( c \), so we can assume:

\[
\begin{align*}
J_1(\alpha) &\propto 1/\alpha^s, \quad \alpha > 0 \\
J_2(c) &\propto 1/c^r, \quad c > 0 \\
J(\alpha, c) &\propto J_1(\alpha).J_2(c) \\
J(\alpha, c) &\propto 1/\alpha^s c^r
\end{align*}
\]

A random sample of size \( n \), let it be \( x_1, x_2, x_3, \ldots, x_n \) from \( \text{par}(\alpha, c) \), Hence the likelihood function is:

\[
L(x_1, x_2, \ldots, x_n; \alpha, c) = \prod_{i=1}^{n} f(x_i/\alpha, c) = \prod_{i=1}^{n} \frac{\alpha c^\alpha}{x_i^{\alpha+1}} = \prod_{i=1}^{n} \frac{\alpha c^\alpha}{x_i^{\alpha+1}}.
\]

we get

\[
h(x_1, x_2, \ldots, x_n; \alpha, c) \propto \frac{1}{\alpha^s c^r} \cdot \frac{\alpha^n c^{n\alpha}}{(\prod_{i=1}^{n} x_i)^{n+1}}
\]

\[
h(x_1, x_2, \ldots, x_n; \alpha, c) \propto \alpha^{n-s} c^{n\alpha-r} \exp \left[ -(\alpha + 1) \sum_{i=1}^{n} \ln x_i \right]
\]

Let \( r = 1 \)

\[
h(x_1, x_2, \ldots, x_n; \alpha, c) = k\alpha^{n-s} c^{n\alpha-1} \exp \left[ -(\alpha + 1) \sum_{i=1}^{n} \ln x_i \right]
\]

\[
\kappa^{-1} = \int_{0}^{\infty} \int_{0}^{x(1)} \alpha^{n-s} c^{n\alpha-1} \exp \left[ -(\alpha + 1) \sum_{i=1}^{n} \ln x_i \right] dc \, d\alpha
\]

\[
= \exp \left( -\sum_{i=1}^{n} \ln x_i \right) \int_{0}^{\infty} \alpha^{n-s} c^{n\alpha} \exp \left[ -\alpha \sum_{i=1}^{n} \ln x_i \right] d\alpha
\]

\[
= \exp \left( -\sum_{i=1}^{n} \ln x_i \right) \int_{0}^{\infty} \alpha^{n-s} x(1)^{n\alpha} \exp \left[ -\alpha \sum_{i=1}^{n} \ln x_i \right] d\alpha
\]

\[
= \exp \left( -\sum_{i=1}^{n} \ln x_i \right) \frac{n}{n} \int_{0}^{\infty} \alpha^{n-s-1} \exp \left[ -\alpha \sum_{i=1}^{n} \ln x_i - n \ln x(1) \right] d\alpha
\]

\[
= \exp \left( -\sum_{i=1}^{n} \ln x_i \right) \frac{n}{n} \int_{0}^{\infty} \alpha^{n-s-1} \exp \left[ -\alpha \sum_{i=1}^{n} \ln x_i \right] d\alpha
\]

\[
\kappa^{-1} = \frac{\exp \left( -\sum_{i=1}^{n} \ln x_i \right) \Gamma(n-s)}{\left[ \sum_{i=1}^{n} \ln \left( x_i \right) \right]^{n-1}}
\]

\[
\kappa = \frac{n}{\exp \left( -\sum_{i=1}^{n} \ln x_i \right) \Gamma(n-s)} \left[ \sum_{i=1}^{n} \ln \left( x_i \right) \right]^{n-1}
\]
Approximation (M.S.E) of the standard Bayes estimators 

\[ h(\alpha, c, X_1, \ldots, X_n) = \frac{n\alpha^n c^{n\alpha - 1} \exp(-\alpha \sum_{i=1}^{n} \ln x_i)}{\Gamma(n - s) \left[ \sum_{i=1}^{n} \ln \left( \frac{x_i}{x(1)} \right) \right]^{-(n-s)}}, \quad 0 < c < x(1) < x < \infty, \quad \alpha > 0. \]

Then:

\[ \hat{c} = x(1) = \min\{x_1, x_2, \ldots, x_n\} \]

\[ M(\alpha|X_1, X_2, \ldots, X_n) = \int_r^c h(\alpha, c, X_1, \ldots, X_n) \, dx \]

\[ M(\alpha|X_1, X_2, \ldots, X_n) = \frac{\alpha^{n-s-1} c^{-\alpha \sum_{i=1}^{n} \ln x_i}}{\Gamma(n - s) \left[ \sum_{i=1}^{n} \ln \left( \frac{x_i}{x(1)} \right) \right]^{n-s}} \]

Suppose we use the quadratic loss function so Bayes estimator for is mean of posterior:

\[ \hat{\alpha} = E\left( \frac{\alpha}{x} \right) = \frac{n - s}{\sum_{i=1}^{n} \ln \left( \frac{x_i}{c} \right)} \]

If \( s = 1 \), then the standard Bayes estimator is maximum likelihood.

If \( s = 2 \), therefore standard Bayes is unbiased & min var of parameter \( \alpha \) [9].

\[ \hat{\alpha} = \frac{n - s}{\sum_{i=1}^{n} \ln \left( \frac{x_i}{c} \right)} \]  

1.9. **Approximation (M.S.E) of the standard Bayes estimators [8]**

Let \( X_1, X_2, \ldots, X_n\) be a r.v. of size \( n \) follows Pareto distribution with two parameters. We will approximation (M.S.E) of the standard Bayes estimator, by depending on Tyler series this series was named after the English mathematician Brook Taylor creating Taylor theorem (1685 – 1731). For Tyler series several uses, but the most important it allows to express any mathematical function through many borders can we find approximate solutions to the problem of whether the exact solution intractable. Then we take Tyler series of two - variables \( R, S \) through many borders can we find approximate solutions to the problem of whether the exact solution intractable. Then we take Tyler series of two - variables \( R, S \) at point \((\mu_1, \mu_2)\) up to second degree by using the following equations:

\[ E[g(R, S)] = g(\mu_R, \mu_S) + \frac{1}{2} Var[R] \left. \frac{\partial^2}{\partial R^2} g(R, S) \right|_{\mu_R} + \frac{1}{2} Var[S] \left. \frac{\partial^2}{\partial S^2} g(R, S) \right|_{\mu_S} \]

\[ + Cov[R, S] \left. \frac{\partial^2}{\partial R \partial S} g(R, S) \right|_{\mu_R \mu_S} \]

\[ Var[g(R, S)] = Var[R] \left[ \left. \frac{\partial}{\partial R} g(R, S) \right|_{\mu_R \mu_S} \right]^2 + Var[S] \left[ \left. \frac{\partial}{\partial S} g(R, S) \right|_{\mu_R \mu_S} \right]^2 \]

\[ + 2Cov[R, S] \left[ \left. \frac{\partial}{\partial R} g(R, S) \right|_{\mu_R \mu_S} \right] \left[ \left. \frac{\partial}{\partial S} g(R, S) \right|_{\mu_R \mu_S} \right] \]

by equations (1.14) and (1.15): \( \hat{c} = x(1) = \min\{x_1, x_2, \ldots, x_n\} \) and \( \hat{\alpha} = \frac{n - s}{\sum_{i=1}^{n} \ln \left( \frac{x_i}{c} \right)} \) By Theorem [1.1], then:

\[ E[\hat{c}] = E[Y_1] = \frac{n\alpha c}{n\alpha - 1} \]

\[ \lim_{n \to \infty} E[\hat{c}] = \lim_{n \to \infty} \frac{n\alpha c}{n\alpha - 1} = c. \] Shows that the is asymptotically and unbiased for \( c \).

\[ Var[\hat{c}] = Var[Y_1] = \frac{n\alpha c^2}{(n\alpha - 1)^2(n\alpha - 2)} \]
Let, \( M_i = \ln x_i \) and \( W = \ln y_i \), we get \( \hat{\alpha} = \frac{n-s}{n} \sum M_i - nW \).

Let \( R = \bar{M}, \ S = W \), in (1.16) and (1.17), then:

\[
E[g(\bar{M}, S)] = g(\mu_{\bar{M}}, \mu_S) + \frac{1}{2} \ Var[\bar{M}] \left. \frac{\partial^2}{\partial \bar{M}^2} g(R, S) \right|_{\mu_{\bar{M}}} + \frac{1}{2} \ Var[S] \left. \frac{\partial^2}{\partial S^2} g(\bar{M}, S) \right|_{\mu_S} + Cov[\bar{M}, S] \left. \frac{\partial^2}{\partial M \partial S} g(\bar{M}, S) \right|_{\mu_{\bar{M}}} \left. \frac{\partial}{\partial S} g(\bar{M}, S) \right|_{\mu_S}.
\]

and

\[
Var[g(\bar{M}, S)] = Var[\bar{M}] \left[ \left. \frac{\partial}{\partial \bar{M}} g(\bar{M}, S) \right|_{\mu_{\bar{M}}} \right]^2 + Var[S] \left[ \left. \frac{\partial}{\partial S} g(\bar{M}, S) \right|_{\mu_S} \right]^2 + 2Cov[\bar{M}, S] \left[ \left. \frac{\partial}{\partial \bar{M}} g(\bar{M}, S) \right|_{\mu_{\bar{M}}} \right] \left[ \left. \frac{\partial}{\partial S} g(\bar{M}, S) \right|_{\mu_S} \right].
\]

By equations (1.12) and (1.13), we get:

\[
\mu_{\bar{M}} = \ln c + \frac{1}{\alpha} \quad (1.20)
\]

\[
Var(\bar{M}) = \frac{1}{n\alpha^2} \quad (1.21)
\]

\[
\mu_W = \ln c + \frac{1}{n\alpha} \quad (1.22)
\]

\[
Var(W) = \frac{1}{n^2\alpha^2} \quad (1.23)
\]

We has c.d.f from eq.(1.2), that is:

\[
H(W) = \begin{cases} 
0 & W \leq \ln c \\
1 - \left( \frac{e}{\alpha} \right)^{\alpha} & \ln c \leq W \leq \infty \\
1 & W = \infty 
\end{cases} \quad (1.24)
\]

Shows that the r.v \( W \) converges randomly (stochastically) to \( \ln c \)

\[
g(\bar{M}, W) = \hat{\alpha} = \frac{n-2}{n(\bar{M} - W)} \quad (1.25)
\]

From Eq.(1.20) and Eq.(1.22), we get

\[
g(\bar{M}, W)_{\frac{\partial}{\partial \bar{M}}} = \frac{n-2}{n \left( \ln c + \frac{1}{\alpha} - \ln c - \frac{1}{n\alpha} \right)} = \frac{\alpha(n-2)}{n-1} \quad (1.26)
\]

\[
\frac{\partial g(\bar{M}, W)}{\partial \bar{M}}_{\frac{\partial}{\partial \bar{M}}} = \frac{-(n-2)}{n(\bar{M} - W)^2} = -\frac{n(n-2)\alpha^2}{(n-1)^2} \quad (1.27)
\]

\[
\frac{\partial^2 g(\bar{M}, W)}{\partial \bar{M}^2} = \frac{2(n-2)}{n(\bar{M} - W)^2} = \frac{2(n-2)}{n \left( \ln c + \frac{1}{\alpha} - \ln c - \frac{1}{n\alpha} \right)^2} = \frac{2(n-2)n^2\alpha^2}{(n-1)^2} \quad (1.28)
\]
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\[ \frac{\partial g(M, W)}{\partial W} \bigg|_{\frac{\mu}{\alpha}} = \frac{(n-2)}{n(M-W)^2} = \frac{(n-2)}{n (\ln c + \frac{1}{\alpha} - \ln c - \frac{1}{\alpha n})^2} = \frac{n(n-2)\alpha^2}{(n-1)^2} \] (1.29)

\[ \frac{\partial^2 g(M, W)}{\partial W^2} \bigg|_{\frac{\mu}{\alpha}} = \frac{2(n-2)}{n(M-W)^3} = \frac{2(n-2)}{n (\ln c + \frac{1}{\alpha} - \ln c - \frac{1}{\alpha n})^3} = \frac{2(n-2)n^2\alpha^3}{(n-1)^3} \] (1.30)

\[ \frac{\partial^2 g(M, W)}{\partial M \partial W} \bigg|_{\frac{\mu}{\alpha}} = \frac{-2(n-2)}{n(M-W)^3} = \frac{-2(n-2)}{n (\ln c + \frac{1}{\alpha} - \ln c - \frac{1}{\alpha n})^3} = \frac{-2(n-2)n^2\alpha^3}{(n-1)^3} \] (1.31)

Since \( M \) \textit{stochastically} \( \mu_{\alpha M} \) and \( W \) \textit{stochastically} \( \ln c \). So \( M \ln c \) \textit{stochastically} \( \mu_{\alpha M} \ln c \), therefore

\[ E[MW] \approx \mu_{\alpha M} \ln c = \left[ \ln c + \frac{1}{\alpha} \right] \ln c \]

\[ Cov[MW] \approx E[MW] - E[M]E[W] \approx \left( \ln c + \frac{1}{\alpha} \right) \ln c - \left( \ln c + \frac{1}{\alpha} \right) \left( \ln c + \frac{1}{\alpha n} \right) \]

\[ Cov[MW] = \frac{-(\alpha \ln c + 1)}{n\alpha^2} \] (1.32)

\[ E[\hat{\alpha}] \approx E[g(M, W)] \approx \frac{\alpha(n-2)}{(n-1)} + \frac{1}{2} \frac{1}{\alpha^2} \left[ \frac{2\alpha^3 n^2(n-2)}{(n-1)^3} \right] + \frac{1}{2} \frac{1}{n^2 \alpha^2} \left[ \frac{2\alpha^3 n^2(n-2)}{(n-1)^3} \right] \]

\[ + \left[ \frac{-(\alpha \ln c + 1)}{n\alpha^2} \right] \left[ \frac{2\alpha^3 n^2(n-2)}{(n-1)^3} \right] \]

\[ E[\hat{\alpha}] = \frac{\alpha(n-2)}{n-1} \left[ 1 + \frac{1}{(n-1)^2} \left( 3n + 1 + 2 \ln c \right) \right] \] (1.33)

\[ Var[\hat{\alpha}] = Var[g(M, W)] = \frac{1}{n\alpha^2} \left[ \frac{-n\alpha^2(n-2)}{(n-1)^2} \right]^2 + \frac{1}{n^2 \alpha^2} \left[ \frac{n\alpha^2(n-2)}{(n-1)^2} \right]^2 \]

\[ + 2 \left[ \frac{-(\alpha \ln c + 1)}{n\alpha^2} \right] \left[ \frac{n\alpha^2(n-2)}{(n-1)^2} \right]^2 \]

\[ Var[\hat{\alpha}] = n\alpha^2(n-2)^2 (3n + 1 + 2 \ln c) \] (1.34)

\[ M.S.E(\hat{\alpha}) = Var[\hat{\alpha}] + [bias (\hat{\alpha})]^2 \] (1.35)

and

\[ bias(\hat{\alpha}) = E(\hat{\alpha}) - \alpha \] (1.36)

Put Eq. (1.34) in Eq. (1.36), then we get

\[ bias(\hat{\alpha}) = \frac{\alpha(n-2)}{(n-1)} \left[ 1 + \frac{1}{(n-1)^2} \left( 3n + 1 + 2\alpha \ln c \right) \right] - \alpha \] (1.37)

Then put Eq. (1.34) and Eq. (1.37) in Eq. (1.35)

\[ M.S.E(\hat{\alpha}) = n\alpha^2(n-2)^2 (3n + 1 + 2\alpha \ln c) + \left( \frac{\alpha(n-2)}{(n-1)} \left[ 1 + \frac{1}{(n-1)^2} \left( 3n + 1 + 2\alpha \ln c \right) \right] - \alpha \right)^2 \] (1.38)
2. Conclusion

From our theoretical result a above, one can conclude that this method of approximate can be extended to applying other types of Pareto distribution and applying this method to find an approximation (M.S.E.) of estimation methods for other distributions. Moreover, the approximate mean squared error become more exact if we used the higher degree of approximation.
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