Performance analysis of local binary pattern and k-nearest neighbor on image classification of fingers leaves
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Abstract

The K-Nearest Neighbor (KNN) method is often used by researchers for the classification process because it has a relatively high level of accuracy, however it also has a weakness which is sensitive to the noises. This research is aimed to introduce an object recognition (identification) system of fingers leaves by classified using the KNN method. To resolve the weaknesses of the KNN method, the researcher has used the Local Binary Pattern (LBP) method to extract features of the leaves. For the comparison in feature extraction, the researcher has used the Gray Level Co-Occurrence Matrix (GLCM) method. The data that were used on this research are papaya leaves and chaya leaves (with the labels such as good and damage forms). In this research, an experimental design has been carried out that was differentiated by according to the comparison (of ratio) between training data and testing data (NI/Np), there were 90 training data and 45 testing data, where the feature extraction method used the 10 of features. Experimentally, it was shown that by using the ratio NI/Np = 67\%:33\%, the performance or system performance for classifying the images of fingers leaves by using the LBP extraction method showed that training data was obtained the results close to 95\% and testing data was obtained the results close to 76\%, while by using the GLCM extraction showed that training data was obtained the results close to 83\% and testing data was obtained the results close to 58\%.
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1. Introduction

Technology will continue to be developed with the aim of helping facilitate the work done by humans. Currently, humans are very dependent on technology, because the human brain has limitations in processing or remembering certain information. Human thinking ability is not always able to accommodate a lot of information for a long time, therefore it requires the transition of manual knowledge to a digital system. The development of technology in the digital world has the potential to affect the efficiency of human activities. One of the technologies that currently developing is a system that involves computerized recognition using methods and concepts to identify an object. Plant classification is a technique where leaves are selected as one of the objects to be classified based on different morphological features [12]. A recognition system based on the classification of leaves can be useful in providing a collection of information about a plant encountered and a source of information for the common person.

The classification method that is well-known and commonly used for pattern recognition is the K-Nearest Neighbor (KNN) method, because this method is a simple algorithm by calculating the distance between training data and test data, so it has a fast computational process [14]. The KNN method can also be able to recognize objects based on the texture characteristics of the object’s image [1]. Based on the various studies described in the previous paragraph, the authors are interested in conducting research using the Local Binary Pattern (LBP) feature extraction method, and as a comparison the Gray Level Co-Occurrence Matrix (GLCM) method with the KNN classification method is used. The images that will be classified are finger leaves, namely papaya leaves and Chaya leaves, because these leaves are the most commonly found and there are still many common people who have not been able to distinguish the two types of finger leaves, and have a relatively high similarity.

2. Methods

2.1. Feature Extraction Method

Feature extraction is a very important step in image processing to detect and classify objects [5]. This extraction step extracts significant information from the image content, which maximizes intra-class similarity and minimizes inter-class similarity. The vectors obtained by feature extraction are used to train and test the data at the classification stage [8].

2.1.1. Local Binary Pattern Method

The Local Binary Pattern (LBP) is used to describe texture features. LBP has many advantages, namely simple, and has less computational complexity than other algorithms, and is not sensitive (intensive) to different lighting intensities, so that LBP is able to describe local texture features of the image [13]. LBP is an effective method because it can adapt between different traditional statistical and structural models of texture analysis. LBP has gained popularity due to its robustness to gray-scale changes caused by noises, such as lighting variance, and computational simplicity [2]. The LBP function is formulated as follows:

$$LBP_{p, r}(x, y) = \sum_{i=0}^{p-1} s(p_i - p_c)2^i$$ (2.1)

Where the function $s(x)$ is defined as follows:

$$s(p_i - p_c) = \begin{cases} 1, & p_i - p_c \geq 0 \\ 0, & p_i - p_c < 0 \end{cases}$$ (2.2)
Where:

\[ P \]: the number of neighboring pixels involved
\[ R \]: the distance/radius value of the 3x3 pixel block
\[ (x, y) \]: pixel location in the image or the center coordinator of a 3x3 pixel block
\[ s() \]: threshold function
\[ p_i \]: the gray level value of each neighboring pixel.
\[ p_c \]: the gray level value of the center pixel (pixel \( x \) and \( y \))

2.1.2. Gray Level Co-Occurrence Matrix (GLCM) Method
GLCM was originally developed by a computer scientist named Robert Haralick in 1973 with 28 features to describe spatial patterns [7]. GLCM extracts textures effectively and has better accuracy and computation time than other extraction methods. Gray level produces distance (representing pixels) and angle (representing degrees) of the image [15].
Each index can highlight certain texture properties, such as smoothness, stiffness, and irregularity. Texture is a term used to characterize tonal variations or levels of gray in an image [9]. The directions used to perform the GLCM analysis are horizontal (0 degrees), vertical (90 degrees) and diagonal (45 and 135 degrees) [11]. However, in this study, the angles used were all angles 0, 45, 90 and 135 which were then averaged. Meanwhile, the distance value (\( d \)) taken is 1. The calculation of the value of GLCM begins by determining the direction and distance that will be used to calculate the image value, then calculates the number of paired pixels that are formed and then forms a GLCM matrix, then normalized using equation (2.3) as follows:

\[
\text{MatrixGLCMNorm} = \frac{1}{\sum \text{MatrixGLCM}} \text{MatrixGLCM}
\]  

(2.3)

2.2. K-Nearest Neighbor (KNN) Classification Method
KNN is the simplest method of all machine learning schemes and algorithms or classification algorithms, and stores all available cases and classifies new cases that are viewed based on the same size [4].
Distance function in KNN method to perform classification. One example of the distance method, namely the Euclidean Distance method, is useful for making comparisons between data samples that are closer to other data samples in certain classes [3]. KNN is used to classify objects based on the calculation of the Euclidean distance between two vectors [6]. Euclidean distance is the distance in numeric data. Euclidean distance is defined in the formula [10]

\[
d(y_i, y_j) = \sqrt{\sum_{r=1}^{n} ((a_r(y_i) - a_r(y_j))^2)}
\]

(2.4)

Where:
\[ d(y_i, y_j) \]= Euclidean distance
\[ y_i = i^{th} \text{ record data} \]
2.3. Fishbone’s Diagram

Fishbone diagram is a diagram to analyze the cause of a problem or condition which is often referred to as a cause effect diagram.

The following is a fishbone diagram based on research using the LBP extraction method and the KNN classification method which can be seen in Figure 1.
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Figure 1: Fishbone Diagram

The conclusion shown in Figure 1 of the fishbone diagram is the need to build an automatic system that can accommodate a lot of information in terms of finding similar objects, especially leaves by using a preprocessing process where the stages of changing the image size, and converting the image to gray (grayscale), the extraction process using LBP method, and the classification process using the KNN method. Based on the problem, the image has different sizes and different photo quality so that it can allow noise in the image, so it takes resizing the image to be the same and the pattern recognition process. However, the KNN method has a weakness that is sensitive to noise, so it takes a method that has resistance to noise, namely the LBP extraction method.

3. Result and Discussion

The test is divided into 2 parts, namely testing the training data and test data. In this study, testing on training data is as much as 67% of the total, which is about 90 data from 135 data. While the test on the test data that is as much as 33% of the total, which is about 45 data from 135 data. The method used is the LBP extraction method with the KNN classification method, but this study also uses the GLCM extraction method with the KNN classification method which is used as a comparison of the best extraction method. The test results on the LBP-KNN training data can be seen in Figure 2.
The test results on the LBP-KNN test data can be seen in Figure 3.

The test results on the GLCM-KNN training data can be seen in Figure 4.
The test results on the GLCM-KNN test data can be seen in Figure 5.

As previously explained, the classification process was carried out using the LBP method extraction and extraction using the GLCM method, each of which was carried out with 90 training data and 45 test data. Based on the results of the training on 90 training data using the LBP method, 84 recognized images (able to classify correctly) with an accuracy of 94.45%, while the GLCM method obtained 74 recognized images with an accuracy of 82.23%. From 45 test data, it was found that the LBP method can recognize 34 images with an accuracy of 75.56%, while the GLCM method can only recognize 26 images with an accuracy of 57.78%.

From the results of training and testing, it is shown that the accuracy of the classification of leaf types using the LBP-KNN method is relatively better than the GLCM_KNN method. It also shows that the accuracy during training is relatively higher than the accuracy of the test both with the
LBP-KNN and GLCM-KNN methods. This shows that a larger amount of training data has higher accuracy than smaller data. The results also show that the number of features affects the classification accuracy, both the LBP-KNN and GLCM-KNN methods are compared with previous studies, both with different and the same methods.

4. Conclusion

Based on the results of training and testing as well as the analysis carried out in this study, the following conclusions can be drawn: The training conducted on 90 training data with a K = 3 value stated that the LBP method was able to recognize 85 leaf images, and from 45 test data can recognize 34 leaf images, while the GLCM method is able to recognize 74 training images, and 26 leaf images for test data. Based on the test results using the LBP extraction method, the accuracy rate of 94.44% for training data and 75.55% for test data is obtained. While the test results with the GLCM extraction method obtained a level of 82.22% for the test data and 57.78% for the test data. Thus, it can be stated that the performance of the LBP extraction method has advantages compared to the GLCM method in recognizing the type of manjari leaf image.
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